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ABSTRACT. A simple "mechanical" procedure is described for checking equality of regular expressions. The procedure, based on the work of A. Salomaa, uses derivatives of regular expressions and transition graphs.

Given a regular expression $R$, a corresponding transition graph is constructed. It is used to generate a finite set of left-linear equations which characterize $R$. Two regular events $R$ and $S$ are equal if and only if each constant term in the set of left-linear equations formed for the pair $\binom{R}{S}$ is $\binom{\phi}{\phi}$ or $\binom{\wedge}{\wedge}$.

The procedure does not involve any computations with or transformations of regular expressions and is especially appropriate for the use of a computer.

1. Let $R$ denote a regular expression over the alphabet $\Sigma=\{0,1\}$ (a two-letter alphabet is taken fossimplicity), and let $x$ be a word in $\Sigma^{*}$. $R_{x}$ will denote the derivative of $R$ with respect to $x$, i.e., the set of words $w \in \Sigma^{*}$ such that $x w \in R$. For instance, for the empty word $\wedge$ one has $R_{\wedge}=R$. The basic properties of derivatives of regular expressions are derived in [2], where it is also proved that every $R$ has only a finite number of unequal derivatives.
Let

$$
\begin{equation*}
R=R^{(1)}, R^{(2)}, \cdots, R^{(m)} \tag{1R}
\end{equation*}
$$

be a set of derivatives of $R$ such that every derivative of $R$ is equal to at least one element in this set and assume that for every $R^{(i)}(i=1,2, \cdots, m)$ one can single out $R^{\left(j_{i}\right)}$ and $R^{\left(k_{i}\right)}$ such that ${ }^{1}$

$$
\begin{equation*}
R_{\mathrm{e}}^{(i)}=R^{\left(j_{i}\right)} \quad \text { and } \quad R_{1}^{(i)}=R^{\left(k_{i}\right)} \tag{2R}
\end{equation*}
$$

Then it is possible to construct the system of left-linear equations
$R^{(i)}=0 R_{0}^{(i)}+1 R_{1}^{(i)}+\gamma^{(i)}=0 R^{\left(j_{i}\right)}+1 R^{\left(k_{i}\right)}+\gamma^{(i)} \quad(i=1,2, \cdots, m)$,
where $\gamma^{(i)}=\wedge$ if $\wedge \in R^{(i)}$, and $\gamma^{(i)}=\phi$ (the empty set) otherwise. The system (3R) has a unique solution (up to equality of regular expressions) [2, 6].
2. Let $S$ be another regular expression, and assume that the set

$$
\begin{equation*}
S=S^{(1)}, S^{(2)}, \cdots, S^{(n)} \tag{1S}
\end{equation*}
$$

has the same properties as (1R); i.e., there can be found equalities (2S) similar to

[^0](2R). Using them, one can construct a system
\[

$$
\begin{align*}
S^{\left(i^{\prime}\right)}=0 S_{0}^{\left(i^{\prime}\right)}+1 S_{1}^{\left(i^{\prime}\right)}+\delta^{\left(i^{\prime}\right)} & =0 S^{\left(j_{i}^{\prime}\right)}+1 S^{\left(k_{i}^{\prime}\right)}+\delta^{\left(i^{\prime}\right)} \\
& \left(i^{\prime}=1,2, \cdots, n, \quad \delta^{\left(i^{\prime}\right)}=\wedge \text { or } \phi\right)
\end{align*}
$$
\]

similar to (3R).
Using (3R) and (3S), one can build the following "compound system" for $R$ : $S$. (This construction appears essentially in [6].) Starting with the pair (the "colu vector', $\binom{R}{S}$, i.e., $\binom{R_{\wedge}}{S_{\wedge}}$, one writes

$$
\binom{R^{(1)}}{S^{(1)}}=\binom{R_{\wedge}}{S_{\Lambda}}=0\binom{R_{0}}{S_{0}}+1\binom{R_{1}}{S_{1}}+\binom{\gamma_{\wedge}}{\delta_{\wedge}} .
$$

Using (3R) and (3S) or, if these systems are not explicitly written, using (2R): (2S), one replaces in the right-hand side of this equation the derivatives of $R$; of $S$ by equal derivatives from (1R) and (1S), respectively.

For each pair $\binom{R^{(i)}}{S^{\left(i^{\prime}\right)}}$ obtained in the right-hand side of the equation, one adds equation

$$
\binom{R^{(i)}}{S^{\left(i^{\prime}\right)}}=0\binom{R_{0}^{(i)}}{S_{0}^{\left(i^{\prime}\right)}}+1\binom{R_{1}^{(i)}}{S_{1}^{\left(i^{\prime}\right)}}+\binom{\gamma^{(i)}}{\delta^{\left(i^{\prime}\right)}},
$$

and the pairs of derivatives in its right-hand side are replaced once more by ments from (1R) and (1S), using (2R) and (2S). The procedure is continued $u$ there are no new pairs. It follows from the existence of (1R) and (1S) that number $u$ of distinct pairs will satisfy $u \leq m n$. By enumerating the pairs, one tains the compound system

$$
\binom{R_{(\alpha)}}{S_{(\alpha)}}=0\binom{R_{\left(\alpha_{0}\right)}}{S_{\left(\alpha_{0}\right)}}+1\binom{R_{\left(\alpha_{1}\right)}}{S_{\left(\alpha_{1}\right)}}+\binom{\gamma_{(\alpha)}}{\delta_{(\alpha)}},
$$

where $\alpha=1,2, \cdots, u, \quad 1 \leq \alpha_{0} \leq u, 1 \leq \alpha_{1} \leq u, \quad R_{(1)}=R_{\wedge}, \quad S_{(1)}=$ and $\gamma_{(\alpha)}$ and $\delta_{(\alpha)}$ are $\wedge$ of $\phi$. If $\gamma_{(\alpha)}=\delta_{(\alpha)}$ for every $\alpha$, one has in (4) two ident systems of equations for the $R_{(\alpha)}$ and $S_{(\alpha)}$; hence, $R_{(\alpha)}=S_{(\alpha)}(\alpha=1,2, \cdots$, particularly $R=R_{(1)}=S_{(1)}=S$.

Conversely, if $R=S$, then in the compound system (4), obtained by (3R) (3S) in the above way, one has necessarily $\gamma_{(\alpha)}=\delta_{(\alpha)}$. (This is explicitly show [6] with "right derivatives" instead of the "left"" ones used here.)

Thus, the equality $R=S$ of two regular expressions can be established by sh ing that in the compound system (4) for $R$ and $S, \gamma_{(\alpha)}=\delta_{(\alpha)}$ for all $\alpha$. This car done by computing derivatives of $R$ and $S$. Unfortunately, the derivation is of quite cumbersome and involves also the comparison of the results in order to fir finite set containing all unequal derivatives. Therefore; it seems to be of interes find a simple "mechanical" procedure for construction of (4). Such a procedur described below.
3. Given a regular expression $R$, there exist straightforward algorithms for ( structing a transition graph (called also a transition system in [3]) representinई

For example, let $R=\left[10+(0+11) 0^{*} 1\right]^{*} 1$. Consider the transition grapl in Figure 1. The vertices (in the present case vertex 1 only) denoted by -
called initial, while those denoted by + (vertex 5) are called final. This transition graph represents the given $R$, because every path starting at an initial vertex and ending at a final one corresponds to a word in $R$, and, conversely, to every word in $R$ there corresponds such a path in $G$. For example, the path $1-4-3-3-1-2-1-5$ describes the word $1101101 \in R$.
4. The same transition graph $G$ can be used also to describe derivatives of $R$. To this end, denote by $A_{x}$ the set of all vertices in $G$ which can be reached from the initial vertices following a path corresponding to the word $x \in \Sigma^{*}$. It follows immediately from the definition of the derivative that $R_{x}$ consists of all words and only of these words, which corrcspond to paths leading from the vertices in $A_{x}$ to the final vertices in $G$. In short, $R_{x}$ is represented by the same transition graph, but with $A_{x}$ as initial vertices.
In the above example, $R_{1}$ is described by the same $G$ with initial vertices $A_{1}$ $=\{2,4,5\}$. The final vertex 5 remains unchanged. Notice that, $\wedge \in R_{1}$, because the vertex 5 is initial and final for $R_{1}$.
5. Thus, to every derivative $R_{x}$ of $R$ there can be put in correspondence a set $A_{x}$ of vertices of $G$. The original initial vertices form the $A_{\lambda}$. The correspondence between the subsets of the set of vertices of $G$ and the unequal derivatives of $R$ is not one-to-one. To every derivative there corresponds at least one such subset, but there are subsets to which no derivative corresponds, and there can be also distinct subsets describing equal derivatives (see the examples below).
Every regular expression can be represented by a finite transition graph, and, thus the mentioned result from [2], that every $R$ has only a finite number of unequal derivatives, follows directly.
6. A system of equations (3) can be derived using the subsets $A_{\text {人 }}, A_{0}, A_{1}, A_{00}, \cdots$ only, without actual computation of the derivatives. Indeed, consider Table I, which corresponds to $G$, in Figure 1.

The entrics in the first column ("inputs") are words $x \in \Sigma^{*}$ ordered by length and for the same length by the numerical magnitude. In the second column ("vertices of $\left.G^{\prime \prime}\right)$ the corresponding subsets of vertices $A_{x}$ are marked. Thus, $A_{\wedge}=\{1\}$, $A_{0}=\{3\}, \quad A_{1}=\{2,4,5\}, A_{00}=\{3\}$, and so on, as can be read directly from


Fig. 1

Figure 1. In the third column ("equal to"), 0 appears in the row of 00 , becauss $A_{00}=A_{0}$ (i.e., $R_{00}=R_{0}$ ). $\quad A_{01}=A_{\wedge}$ implies $\wedge$ in the row of 01, etc. A row (anc the corresponding derivative) with an entry in the column "equal to" will be callec a terminal. Here all derivatives of "second order" are terminal; i.e., they are equal t, derivatives of smaller orders and, clearly, so will be all "higher" derivatives. Thus the table need not be prolonged. As a rule, if the row of $x$ is terminal, one does no enter in the table more inputs beginning with $x$.

In the last column ("includes $\wedge$ ") a "yes" appears, if and only if the correspond ing $A_{x}$ includes a final vertex (these vertices are labeled with a + ).

For any $x$ which is not terminal, the rows $x 0$ and $x 1$ are added to the table. Thi process is stopped when there are no new nonterminal words. (There is only a finit number of subsets in a finite set!)

The obtained table can be used to write the system (3R) for $R$, because the set 0 the nonterminal derivatives fulfills clearly the properties of (1R). One has

$$
\begin{align*}
& R=R_{\wedge}=0 R_{0}+1 R_{1} \\
& R_{0}=0 R_{00}+1 R_{01}=0 R_{0}+1 R \\
& R_{1}=0 R_{10}+1 R_{11}+\Lambda=0 R+1 R_{0}+\wedge
\end{align*}
$$

Notice that $\wedge$ appears in the equations for the derivatives with a. "yes" in the las column of the table.
7. The above technique is now used to check an equality $R=S$.

Example 1. An equality from [5]:

$$
\begin{aligned}
R & \equiv\left[10+(0+11) 0^{*} 1\right]^{*} 1 \\
& =(10)^{*} 1+(10)^{*}(11+0)\left[0+1(10)^{*}(11+0)\right]^{*} 1(10)^{*} 1 \equiv S
\end{aligned}
$$

$R$ was discussed above. Now the same procedure will be applied to $S$.
A transition graph $H$ for $S$ is given in Figure 2.
The system of equations (3S) is here (see Table II):

$$
\begin{align*}
& S=0 S_{0}+1 S_{1} \\
& S_{0}=0 S_{00}+1 S_{01}=0 S_{0}+1 S_{01} \\
& S_{1}=0 S_{10}+1 S_{11}+\wedge=0 S+1 S_{0}+\wedge \\
& S_{01}=0 S_{010}+1 S_{011}=0 S_{0}+1 S_{011} \\
& S_{011}=0 S_{0110}+1 S_{011}+\wedge=0 S_{01}+1 S_{0}+\wedge
\end{align*}
$$

TABLE I

| Inouts | $V$ erices of $G$ |  | Equal to | Includes |
| :---: | :---: | :---: | :---: | :---: |
| Inpurs | 1 | 2 |  |  |
| $\wedge$ | V |  |  |  |
| 0 |  |  |  |  |
| 1 |  | $V$ |  | yes |
| 00 |  |  | 0 |  |
| 01 | V |  | $\wedge$ |  |
| 10 | $V$ |  | $\wedge$ |  |
| 11 |  |  | 0 |  |



Fig. 2

TABLE II


The compound system can be written using (5) and (6), or directly from the tables, which actually give the equalities ( 2 R ) and ( 2 S ). One obtains:

$$
\begin{aligned}
& \binom{R_{\wedge}}{S_{\wedge}}=0\binom{R_{0}}{S_{0}}+1\binom{R_{1}}{S_{1}} \\
& \binom{R_{0}}{S_{0}}=0\binom{R_{0}}{S_{0}}+1\binom{R_{\wedge}}{S_{01}} \\
& \binom{R_{1}}{S_{1}}=0\binom{R_{\wedge}}{S_{\wedge}}+1\binom{R_{0}}{S_{0}}+\binom{\wedge}{\wedge} \\
& \binom{R_{\wedge}}{S_{01}}=0\binom{R_{0}}{S_{0}}+1\binom{R_{1}}{S_{011}} \\
& \binom{R_{1}}{S_{011}}=0\binom{R_{\wedge}}{S_{01}}+1\binom{R_{0}}{S_{0}}+\binom{\wedge}{\wedge} .
\end{aligned}
$$

There are no new pairs, and for all appearing pairs $\gamma_{(\alpha)}=\delta_{(\alpha)}$; hence $R=S$. Notice that it follows that $S_{01}=S$ (because $R_{01}=R$ ), but this fact was not clear from the table for $S$. This is an example of two equal derivatives with distinct subsets A.
8. Procedure for Checking an Equality $R=S$.
I. Construct transition graphs for $R$ and $S$.
II. Construct the corresponding tables.
III. Write the set of the distinct pairs, which will appear in the compound syster (use the columns "equal to" of the tables).
IV. $R=S$ if and only if both elements in each pair simultaneously do or do nc include $\wedge$. (Use the columns "includes $\wedge$ " for checking this property.)
9. Example 2.

$$
R \equiv\left[\left(1^{*} 0\right)^{*} 01^{*}\right]^{*}=\wedge+0(0+1)^{*}+(0+1)^{*} 00(0+1)^{*} \equiv \mathrm{~S}
$$

This equality and the transition graph for $R$ appear in [4]. For $R$, see Figure 3 an Table III.

Notice that in the case when there are arrows with $\wedge$ in the transition grapl $i \in A_{x}$ implies that every vertex which can be reached from $i$ by a chain of $\wedge$ arrow is also an element of $A_{x}$. In the last case, for example, $A_{\wedge}$ includes additional to also 2 and 3 , and $4 \in A_{x} \Rightarrow 1,2,3 \in A_{x}$.

For S, see Figure 4 and Table IV. There will appear the following pairs (or omits $R$ and $S$ ):

First $\binom{\wedge}{\wedge}$; it implies $\binom{0}{0}$ and $\binom{1}{1}$.
The pair $\binom{0}{0}$ implies $\binom{0}{0}$ and $\binom{0}{01}$.
The pair $\binom{1}{1}$ implies $\binom{10}{10}$ and $\binom{1}{1}$.
The two added pairs $\binom{0}{01}$ and $\binom{10}{10}$ do not imply new ones; i.e., the set of a appearing pairs is

$$
\binom{\wedge}{\wedge},\binom{0}{0},\binom{1}{1},\binom{0}{01},\binom{10}{10}
$$

As both elements in the pairs $\binom{\wedge}{\wedge},\binom{0}{0},\binom{0}{01}$ include $\wedge$ and both elementsin th pairs $\binom{1}{1},\binom{10}{10}$ do not include $\wedge$, the checks $I V$ are fulfilled and consequent] $R=S$.

TABLE III

| Intouts | $\begin{array}{llll}1 & 2 & 3 & 4\end{array}$ | Equal to | $\stackrel{\text { Includes }}{\wedge}$ |
| :---: | :---: | :---: | :---: |
| $\wedge$ | $\vee \vee \vee$ |  | yes |
| 0 | $\vee \vee \vee \vee$ |  | yes |
| 1 | $V$ |  |  |
| 00 | $\vee \vee \vee$ | 0 | yes |
| 01 | $\vee \vee \vee$ | 0 | yes |
| 10 | $\vee \vee$ |  |  |
| 11 | $V$ | 1 |  |
| 100 | $\vee \vee \vee$ | 0 | yes |
| 101 | $V$ | 1 |  |


Fig. 3

Fig. 4
TABLE IV

10. The use of the tables in the above procedure can be replaced by the following relational technique.

A transition graph $G$ can be described by a set of relations over its vertex set in the obvious way: to every input $\sigma \in \Sigma$ and to $\wedge$ there corresponds a relation $T_{\sigma}$, such that $a T_{\sigma} b$ if and only if there is in $G$ a $\sigma$-arrow from the vertex $a$ to the vertex $b$.

Denote by $\bar{T}_{\wedge}$ the transitive closure of $T_{\wedge}$ and by $\bar{T}_{\wedge}$ the union $\bar{T}_{\wedge} \cup I$, where $I$ is the identity relation. Then for any $x=\sigma_{1} \sigma_{2} \cdots \sigma_{k} \in \Sigma^{*}$ one has

$$
A_{x}=\left(A_{\wedge}\right)\left(T_{\sigma_{1}} \bar{T}_{\wedge} T_{\sigma_{2}} \bar{T}_{\wedge} \cdots T_{\sigma_{k}} \bar{T}_{\lambda}\right)
$$

(The operation in the brackets is the usual composition of relations, and $(A) T=$ $\{b \mid \exists a \in A, a T b\}$.

For example, for $G$ in Figure 3,

$$
\begin{aligned}
& T_{0}=\left(\begin{array}{ll}
2 & 3 \\
4 & 2
\end{array}\right), \quad T_{1}=\left(\begin{array}{ll}
3 & 4 \\
3 & 4
\end{array}\right), \quad T_{\wedge}=\left(\begin{array}{llll}
1 & 2 & 4 \\
2 & 3 & 1
\end{array}\right), \\
& \bar{T}_{\wedge}=\left(\begin{array}{llllll}
1 & 2 & 4 & 1 & 4 & 4 \\
2 & 3 & 1 & 3 & 2 & 3
\end{array}\right), \quad \overline{\bar{T}}_{\wedge}=\left(\begin{array}{llllllllll}
1 & 2 & 3 & 4 & 1 & 2 & 4 & 1 & 4 & 4 \\
1 & 2 & 3 & 4 & 2 & 3 & 1 & 3 & 2 & 3
\end{array}\right) . \\
& A_{\wedge}=\{1,2,3\} \quad\left(A_{\wedge}=\{1\}{\overline{T_{\wedge}}}_{\wedge}\right), \\
& A_{10}=\left(A_{\wedge}\right)\left(T_{1}\right. \\
& \bar{T}_{\wedge} \\
& T_{0} \\
& \left.\bar{T}_{\wedge}\right)=\{2,3\} .
\end{aligned}
$$

This computational approach is especially appropriate for the use of a computer.
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